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BUSINESS PROBLEM FRAMING

All of us have used ChatGPT, Gemini, or other LLMs to sift through 

the large amounts of information on our screens that bombard us. 

The result is a neatly packaged output displayed

But how much of that output is accurate?

.

[1] The Importance of SEC Filings for Securities Investors. Yale University. Retrieved from 

https://tenthousandrooms.yale.edu/project/importance-sec-filings-securities-investors
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ANALYTICS PROBLEM FRAMING

DATA

Problem: With Exponential 

Growth of Data

• Time Intensive

• Resource Intensive

• Financial expertise

Assumptions: Of our Solution

• SEC Data: Reflect accurate information

• Web scraping: Gather representative 

reports.

• Gen AI: Is a competent tool to summarize 

key information

DEPLOYMENT & LIFE CYCLE MANAGEMENT

MODEL

Fig 1. User (Investor) Journey

Fig 4. Best Model Performance (Train vs Test)

Success Metrics: AI vs Human 

experts

• Accuracy

• Conciseness

• Efficiency

Justification of Approach

• Leverage public SEC data.

• Advanced Gen AI: Extraction 

and summarization.

• Focus on success metrics to 

determine value

Fig 2. Average number of tokens by document parts

Scraped 10-K filings are stored in cloud storage, acting as the data source for our solution. 

Our solution uses RAG (Retrieval-Augmented Generation) which focuses on utilizing relevant 

content from PDFs based on user queries, addressing specific information needs without 

relying on the LLM’s pre-trained knowledge or the need to train a model for this specific task 

(saving resources). This task is achieved by using a combination of tools like Python, NLTK, 

BeautifulSoup, LLM/Embedding models on Vertex AI etc.

METHODOLOGY

Fig 4. Iterative lean methodology SDLC followed

• Development process involves enriching the product backlog, 

planning, and resuming work on Minimum Viable Product (MVP).

• A/B testing, in-depth research, and benchmarking against 

FinanceBench Data are conducted to calibrate model performance.

• If the MVP is not achieving substantial results, we pivot

• Areas of improvement include tuning context window, domain 

specific fine tuning, hugging face pipelines are being explored.

• As future scope, enhance the bot's accuracy by integrating multiple 

data interpretation models and pairing them with mathematical 

libraries for improved quantitative results

• Data Cleaning: Ensured data quality through 

stopword & punctuation cleaning, tokenization, 

& lemmatization.

• LLM Fine-tuning: Enhanced model 

performance using one-shot prompting.

• Query Rephrasing: Optimized user queries to 

improve retrieval accuracy.

• Chunking & Retrieval: Divided PDFs into 

manageable sections (chunks) & retrieved the 

top-ranked chunks for information extraction.

Model Evaluation:

The model is assessed against FinanceBench, with a focus on quantitative inquiries.

 

Interpretations & Utilization of the Model:

Our approach utilizes textbison/Gecko models for interpretation & embeddings and RAG for 

answering. Models are integrated within a chatbot interface for user interaction.

.

• Our data source consists of 10-K filings in text format (unstructured). There is no inherent 

relationship in the data extracted.

Enhancement Opportunities:

Integration with mathematical libraries is proposed to augment the accuracy of responses to 

quantitative queries


